Immunology for the Internet Age

## ~lagrev-nocfep

*A consideration of the history of the Internet motivates introspection on the nature and causes of social dysfunction in a globally shared space. Centralized solutions fail to yield satisfactory outcomes for human freedom and thriving. Decentralized autonomous organizations and their technological apparatus together represent the evolution of an immune system against a corporatized Internet.*

𐐁 𐐿𐐲𐑌𐑅𐐮𐐼𐐯𐑉𐐩𐑇𐐮𐑌 𐐲𐑂 𐑄 𐐸𐐮𐑅𐐻𐐬𐑉𐐨 𐐲𐑂 𐑄 𐐆𐑌𐐻𐐯𐑉𐑌𐐯𐐻 𐑋𐐬𐐻𐐮𐑂𐐩𐐻𐑅 𐐮𐑌𐐻𐑉𐐬𐑅𐐹𐐯𐐿𐑇𐐮𐑌 𐐫𐑌 𐑄 𐑌𐐩𐐽𐐲𐑉 𐐰𐑌𐐼 𐐿𐐪𐑆𐐮𐑅 𐐲𐑂 𐑅𐐬𐑇𐐲𐑊 𐐼𐐮𐑅𐑁𐐲𐑌𐐿𐑇𐐮𐑌 𐐮𐑌 𐐩 𐑀𐑊𐐬𐐺𐐪𐑊𐐨 𐑇𐐩𐑉𐐼 𐑅𐐹𐐩𐑅. 𐐝𐐯𐑌𐐻𐑉𐐱𐑊𐐴𐑆𐐼 𐑅𐐬𐑊𐐭𐑇𐐮𐑌𐑅 𐑁𐐩𐑊 𐐻𐐭 𐐷𐐨𐑊𐐼 𐑅𐐰𐐻𐐮𐑅𐑁𐐰𐐿𐐻𐐬𐑉𐐨 𐐵𐐻𐐿𐐳𐑋𐑆 𐑁𐐬𐑉 𐐸𐐷𐐭𐑋𐐰𐑌 𐑁𐑉𐐨𐐼𐐲𐑋 𐐰𐑌𐐼 𐑄𐑉𐐴𐑂𐐨𐑍. 𐐔𐐨𐑅𐐯𐑌𐐻𐑉𐐱𐑊𐐴𐑆𐐼 𐐱𐐻𐐫𐑌𐐲𐑋𐐲𐑅 𐐬𐑉𐑀𐐰𐑌𐐮𐑆𐐩𐑇𐐮𐑌𐑅 𐐰𐑌𐐼 𐑄𐐩𐑉 𐐻𐐯𐐿𐑌𐐬𐑊𐐫𐐾𐐮𐐿𐐲𐑊 𐐰𐐹𐐲𐑉𐐰𐐻𐐲𐑅 𐐻𐐭𐑀𐐯𐑄𐐮𐑉 𐑉𐐯𐐹𐑉𐐨𐑆𐐯𐑌𐐻 𐑄 𐐯𐑂𐐬𐑊𐐭𐑇𐐮𐑌 𐐲𐑂 𐐰𐑌 𐐮𐑋𐐷𐐭𐑌 𐑅𐐮𐑅𐐻𐐯𐑋 𐐲𐑀𐐮𐑌𐑅𐐻 𐐩 𐐿𐐬𐑉𐐹𐐬𐑉𐐲𐐻𐐴𐑆𐐼 𐐆𐑌𐐻𐐯𐑉𐑌𐐯𐐻.

**

In the beginning, *God created the prokaryotes. And the prokaryotes were without nucleus and organelle; and structural simplicity was upon the face of the deep. And chemotaxis moved it upon the face of the waters.*

A single-celled organism possesses many advantages, notably simplicity of form. Being largely indistinguishable, they have no differentiation or specialization. Prokaryotes often form large colonies, such as the cyanobacteria. Some prokaryotes discovered early on that it paid better to consume resources that had already been processed into usable form by another cell, rather than to process those resources oneself. Thus predator and prey were born, and they have always exemplified divergent competitive evolutionary strategies. The resulting arms race meant that predators were continually adapting to better extract resources from prey, while prey were evolving to evade, resist, fight, or poison predators. Selection pressures applied at individual, species, and clade levels, lead to speciation across deep time.

More complex forms seemed better able to evade predators, and thus simple symbiotic alliances between differentiated prokaryotes evolved into the eukaryotes (yielding specialized features such as the nucleus and mitochondria) and multicellular life forms. Simpler forms also abounded, including the liminal virus. Viruses are forms of near-life so simple that they simply exploit cells to reproduce. They are entirely predatory or at best symbiotic with other life. Evasion of pathogenic disease, or disequilibrated colonization by simpler forms of life, has been a—if not the—primary driver towards increasing complexity in multicellular life.[[1]](#footnote-2)



The Internet began in the late 1960s, born of scientific alliance between the Cold War Department of Defense and the academic research community.[[2]](#footnote-3) This community had a signal advantage over many subsequent communities: it was dominated by strong norms of discourse which shaped the professionalism of the community. This is not to discount the significance of courtly intrigue, of course, which deftly exploited tensions between competing systems.[[3]](#footnote-4),[[4]](#footnote-5),[[5]](#footnote-6) Throughout this era, though, the Internet generally functioned as a real-name high-trust environment—if not exactly of peers, at least of colleagues.

The Internet evolved as a coordination mechanism—literally a nervous system incarnate in copper and silicon—particularly through the Usenet days of the 1980s. In our days of heightened online tension and mediated preference cascades, it is rather quaint to go back and look at what qualified as email flame wars at the time (e.g. Torvalds/Tanenbaum). One hallmark of the Usenet era, however, is a gradually eroding social trust: spam was invented[[6]](#footnote-7) and Internet-based scams started to spin up. Pseudonymity gained in popularity as a countermeasure to both of these as well as restrictions on discourse. The revelation that persistent digital records could cost someone’s job[[7]](#footnote-8) further fueled a cyberpunk-like obsession with identity control and hacking.

Computer viruses could propagate for the first time: it never made much sense to build a computer virus until systems were connected. Although John von Neumann and others early explored the possibility of mathematical or code structures which could self-replicate, it was not until the Creeper virus in the 1970s that self-replicating code was observed in the wild. And like a bacillus in an immune system-free host, code-based computer viruses began to spread from the 1980s onwards.

The crisis arrived in the form of the World Wide Web. Founded initially on a belief in the democratization of information, the Web rapidly became dominated by a handful of large corporations (henceforth “megacorps”). User experience became the predominant driver of adoption, leading to rapid preference cascades as new platforms became available. Any child of the 90s or earlier can recite the lived litany: Ebay, MySpace, Friendster. Initially these served as proofs-of-concept, then became the only significant player (until the next killer app came along). Search engines drove discovery, then focused attention asymmetrically. The “walled garden” approach of AOL, then Apple and Facebook, led to concentrations of users which tipped the balance from single webpage hosts presenting their own idiosyncratic views to corporate-approved genericity and ultimately censorship.[[8]](#footnote-9)



When was the first time you did something in the physical world because of something you read or encountered online? For generations born after the advent of the Web, they may not recall such a time when meatspace existence wasn’t driven by life online. As Internet data sources have overwhelmed traditional media, publishing, and distribution services, the resulting tsunami of information and informatization has swept into every corner of lived human experience in technological societies. The psychological (memetic) virus problem is much greater than actual code viruses. The ongoing universal exposure to alien and internally incoherent value systems has undergirded the well-documented crisis of credibility (collapse of meaning) that all Western institutions are experiencing today. The World Wide Web and its technological predecessors acted as a cultural petri dish of clean agar, which grew every spore and germ which fell upon it. We live in the midst of a memetic epidemic because of the World Wide Web, and the dominant strain is corporate, approved by a marketing department and run through a search-engine optimization algorithm.

The turn towards a low-trust then zero-trust environment was inevitable if anything like an analogy with prokaryotic evolution holds true. The megacorp platforms are in a way worse than a purely zero-trust environment, because they don’t advertise that the world is zero-trust. Thereby they lure the unwary into transgressing arbitrary global norms and courting the wrath of social media mobs and the concomitant loss of access to their data held in “trust.” To mix a metaphor, megacorps are apex predators—at best, sheepdogs with a strong strain of wolfishness; at worst, tar pits manned by various bad-faith actors. The pre-Web cypherpunks were right: “Privacy is the power to selectively reveal oneself to the world.”[[9]](#footnote-10) If anything, they were too narrow; not only their valued “open society” (polyvalent crypto-anarchy) but *any* non-megacorp society at all requires true privacy.

What cyberspace (and human culture writ broadly) needed was an immune system—and in good Darwinian form, such an immune system has been evolving before our eyes. An immune system formally consists of layers with increasing specificity: first surface barriers, then the innate immune system, and finally the adaptive immune system. The objective of the immune system is to protect the organism: in this case, human sociality and agency.

First, what is human sociality? Human culture has been the means of participating in the Great Discussion which ranges from the earliest days of oral culture to the birth of literacy and libraries down to our day. High culture and low culture have both articulated and preserved valuable insights and forms of human flourishing. However, throughout the 20th century and particularly by the means of the consumer revolution, our lives have been thoroughly colonized by capital and commercial instruments. So-called “economies of scale” have disrupted smallholders, artisans, and shopkeepers to the extent that these have been virtually eradicated from the modern landscape in favor of the plastic and polluting “dark Satanic mills.” Although small-scale “provident living” has supported gardening, canning, and home production, none of this has survived across a large enough cultural segment to matter macroscopically, and it has unfortunately been tarred with the “prepper” brush that delegitimizes economic downsizing as antisocial because anticapitalist. The siren call of cheap consumer goods has ushered in a generational collapse in self-sufficiency and resulted in the complete colonization of entertainment, food consumption, and self-care by massive corporate brands. Not only have physical goods entered a post-consumer phase, but only certain classes of ideas, attitudes, political stances, regional accents, and sensibilities enjoy the sanction of megacorp sociality. There is essentially no native culture left, only that forged in the enterprise brand management office.[[10]](#footnote-11)

In an immune system, *surface barriers* are designed to make it hard for exogenous agents to enter a cell or organism; in our analogy, the primary surface barrier was the match of physical separation to psychological separation. Surface barriers were rendered finally obsolete by the launch of the World Wide Web and its subsequent infiltration of every aspect of human culture. To the extent they exist today, it is a matter of ignorance, self-discipline, or happy accident.

The *innate immune system* responds non-specifically to pathogens. Any immune system must have a way of deciding what is *me* and what is *not-me*. Framed as an identity problem in a zero-trust environment, users have evolved several ways to uniquely identify agents without reference to legacy systems. Chief among these means is the blockchain, introduced by Bitcoin for control and transaction of digital assets and since much exploited beyond its design intent. Ethereum-based ERC tokens represent tweaks of this identity concept, as do many other blockchain platforms.

Identity is still fluid and polysemous, but in certain key instances it is indelibly demonstrable.[[11]](#footnote-12) The individual actor has the capability to express itself with many public faces or none; one of these typically enjoys government sanction and liability, but it is no more *real* than the others, only more legible to regulation and taxation.[[12]](#footnote-13)

Another aspect of the innate immune system is the public visibility of code. Open source has developed an ethic of transparency on epistemological grounds (i.e. you have a right to know what code you are running) and practical grounds. (Linus’s law: “given enough eyeballs, all bugs are shallow.”[[13]](#footnote-14))

The *adaptive immune system* responds to specific pathogenic incursions. Particular conditions arise, whether through social, regulatory, military, or other requirements, which must be met with specialized forms that are thereafter in evolutionary competition with the external factor. For instance, one megacorp solution to what it perceives as a threat, i.e. unsanctioned memes, is to attempt to mandate the ultimate traceability of any image’s provenance.[[14]](#footnote-15) The Internet immune system thus evolves to further obfuscate legibility and enhance individual control and self-determination by shifting to less-traceable technologies such as the InterPlanetary File System (IPFS). The point is not whether or not a salient technology such as deepfakes, 3D-printed firearms, deviant scientific or political thought[[15]](#footnote-16), or even the DRM-free sharing of copyrighted material can be contained[[16]](#footnote-17); the experience with export-grade cryptography[[17]](#footnote-18) has already shown that regulatory attempts ultimately fail. The philosophical question is what kind of world will evolve (a *fait accompli* driven by factors beyond any individual or office) and the practical question is how any particular group of actors can preserve their own agency, autonomy, and ambit of action.

The first decentralized autonomous organization, “The DAO” (Đ) itself[[18]](#footnote-19), was created in 2016 as a way of distributing ownership and stake in a joint venture capital fund. Đ was a new form of organization in that it was essentially a mathematical entity, a set of smart contracts on the blockchain to which anyone had access. Đ lived up at least to “decentralized” and “autonomous.” No money was held centrally, with token-based authentication yielding the right to vote on projects. Having set the criteria for membership and investment, Đ then operated in truly democratic fashion until an exploit of imperfectly written smart contract code led to theft, crisis, and the reorganization of the Ethereum blockchain itself.

While the heirs of Đ serve a role in the current Internet immune system, the original was formed in response to exogenous regulatory concerns, notably ongoing governmental insistence on restricting investment to the already-wealthy. The U.S. Securities and Exchange Commission and other agencies have in place arbitrary investor requirements which would make little sense even if pegged to something like inflation or index rather than the rapidly-devaluing petrodollar. Nominally put in place to protect the naïve from getting scammed, these restrictions have had the pernicious effect of pulling up the ladder behind the *actuel riche*.

DAOs have rapidly evolved as a way of distributing ownership and stake in a purely democratic way. (As an aside, the word “democracy” has been much abused, but here I use it in a sense much like the Greek original: the holders of an immutable and indelible token cast their secured votes to govern their society.) DAOs represent a resurgence of the sovereign city-state in new guise. Will this be enough to evade “imperial” aggregates which dominate today’s Web?

Decentralized autonomous organizations, zero-knowledge cryptographic proofs, cryptocurrencies, proof-of-identity systems, and their as-yet-unborn kin represent the evolution of an immune system on top of the Darwinian churn of the legacy Internet. The stakes are necessarily high: possession is *de facto* ownership, the other end of the stick from “not your keys, not your coins” (the old cryptocurrency chestnut). The focus is currently on ownership of money, non-fungible tokens, and similar assets, but broadly speaking such systems allow the authenticated ownership of all data and assets one holds, from chat messages to market shares to physical real estate. There may be good reasons to retain the legacy system for some classes of physical or legal artifacts, but at minimum these will be in competition with purely autonomous constructs. (As an aside, I am of the philosophical opinion that legal recognition should not be sought generally for new forms of organization, as any legibility to legacy systems opens new attack surfaces in an immunological sense.) “Code is law.”[[19]](#footnote-20)

A decentralized autonomous organization seems to be at least the first two: having set the criteria for membership, the organization can act as the (distributed[[20]](#footnote-21), possibly unknown in the zero-knowledge proof sense) stakeholders direct. This form is still somewhat “yeasty” in that like cyanobacteria it acts as an undifferentiated mass, and we should expect further innovations in DAO-like entities.[[21]](#footnote-22) The most salient epithet of a DAO is “decentralized”; one can imagine hierarchical, concentric, or role-specialized DAOs as well as other taxonomically related forms, just as one can imagine progressively less organized instances in a chaos-happy Internet.

Like the first mutant with a new gene, Đ itself failed. Many lessons can be drawn from that failure, including the criticality of getting smart contract code absolutely correct (“code is law”), and how to administer a blockchain in the presence of massive fraud. And indeed, what has happened to the blockchain world of decentralized finance? Millisecond differentials in responsiveness lead to huge swings in profitability of transactions. Frontrunner bots watch algorithmically for transactions they can complete faster than the original source, thereby making money on asymmetric knowledge.[[22]](#footnote-23) Zero-day exploits of code abound, heralding a need for more thorough vetting and more expressive and secure smart contract languages.

Blockchains (and thus DAOs via Ethereum) operate as proof-of-work, proof-of-stake, etc. This provides node operators with a way of verifying consensus reality and thereby cementing a record of digital transactions. Future innovations hold forth the possibility of secure proof-of-identity blockchains (such as the Uqbar Layer 1 smart contract blockchain on Urbit[[23]](#footnote-24)), wherein each node which can provide concrete cryptographic evidence of its identity gets a vote on the consensus.

We must consider modern systems to necessarily interact at the pinnacle intensity of competence and competition: any differential advantage that can be exploited to outcompete an adversary not only can be exploited but *should* be. Illegibility, redundancy, and apposite complexity are allies in the immune fight to maintain identity and ownership in the modern Internet.[[24]](#footnote-25) Any system which does not have an operational DAO-like layer is immuno­compromised. All tools for the individual and collective need to be architected around a zero-trust adversarial world. They also need to guard the embers of community and enable new growth.

In a nutshell, the early Internet was a cocktail party. By the age of Usenet and into the World Wide Web era, the Internet evolved into a player-versus-player defect–defect equilibrium in which brigading, spamming, and anonymity are rational adaptive behaviors. Indeed, anonymity is barely a protection given the lengths to which governments and megacorps go to prevent truly untraceable usage. This approach is adaptive for agencies which have given up on any other model of reality, fundamentally lacking a vision of humans as other than atomized individual krill for the megacorp apex predators: consumers for the consumers. The legacy megacorp Internet has become a crab bucket, always drawing everything back into itself in a dysfunctional and frankly satanic way.

Communities built on decentralized Web3 platforms such as Mastodon, Fediverse, and Urbit[[25]](#footnote-26) have stepped back from the purely PvP world of the globally-namespaced social media Internet. These today have more of a block party feel, wherein one can wander from house to house or room to room and encounter some of the same faces in the same or new guise. Conversations can drop and resume anew in very different locales with largely the same composition. Marrying the underlying cryptographic identity requirements of DAOs to communication tools and databases yields a strong stable solution to the problem of retaining a foothold of personal identity from which to coordinate one’s multifaceted digital life. IPFS, Sovrin Foundation, Tim Berners-Lee’s Solid, and Urbit all offer their take on this requirement. Even a Signal chat group running its own server is a kind of token-free DAO.

Since the Renaissance, essentially all theology has been humanist in nature, concerning itself with how man should live to flourish in this world and inherit in the next. Even secularized descendants enjoin an ethos of ritual behaviors and practices. The social and cultural “stack” (in software parlance) upon which we build provides for a variety, broad or narrow, of human cultural forms. Lately, the variety of forms has been diminishing both by cutting off older forms from the modern world and by cultivating only certain state-legible apex predators[[26]](#footnote-27) and their preferred ovine repast.

Contra this monoculture, the *telos* of social computing is to recreate the village green, not the penitentiary. Revisiting a thesis from above: “All tools for the individual and collective need to be architected around *using cryptographic proofs to create stable high-trust havens in an otherwise* zero-trust adversarial world.” The village is a stable, long-term tribe well below Dunbar’s limit which shares values and assets in common, from which a member occasionally ventures out into the broader social web but always has a home. Every village will grow its own culture, perhaps even its own *cultus*, enabled by decentralized technologies to protect their assets and precious peculiarities. The World Wide Web has been an extinction-level event for many forms of life, livelihood, and culture. For others, it has offered strange forms of life support and even thriving. With a new immune system evolved and now operational, human endeavor stands on the cusp of a Cambrian explosion, unconstrainable by a rent-seeking boardroom-and-bureaucracy world that never comprehended the light shining in its darkness. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAgCAYAAABzenr0AAAEfklEQVR4nL1XXSxcaRh+cIqEKNNKuGAbEntB3LhYLFEZgisqqXBRJHQMI8j20s+u/8TPXhHGT1gVl+bPBQlVS5BuojqVdIOq0ou1F6aUDRJ2v/frjs5w5kxPaZ/kZCb5vnOe5/3e30/4lwE22NrawvT0NKYmJzGq1+Pw4ACOUFVdzX8b6usd7vHy9kZmxj0ok5RITExEcHCw3bpg/XN8fIzBwUGoi4sBe01XAhnwePgxfwjd3d3Iz8+Hh4fHJwFEXlNTg5aWlmsjdgS1Wo2NjQ3U1dVxEVwAWf4tyK0grpCQEBQVFUEgn5Oqbw3iTEtLg0AB97WguHULPj4+2HzzRnR9+ulTCJMs2r8GWltbUVxSAjdXV0xMTCAjI+PSHso0gVJNLlTMdyMjI5J7srOz0dnZieknT6DT6fDdnTt4u7lpt4e4BT8/P/wjketiSE5KQl9fn+Seo6MjfB8WBhf2//T0FPv7+5f2KBi3cC89HR0dHbIECIKAM/ZRR4iJicH29jbCw8MRFRWFrq4uWHZ3L+1LZ9xCErNGjoD7WVk4PDyUJG9oaEBlZSUWFhYkv5WkVEKIj49HUFAQV+wMAQEBKCwohEZTIrr+Y2wsfmEFhsgXFxclv0WcxC0oFAr09PTwnJQCWV5YUMD2arG+vm631t7ejjDm7112zD+ziuqMnECcxM0rYUpKCq+GVKNtQZWKXEQ+p2MvLS3F2tqa3R7fmzdRUVEBV5ZuY2NjmJ+fd0pOXMRJ4AJcXFyQm5uL0NBQVFVVYWZmhi9SqlG0n0oE3AHLIIvFAsqm1dVVSeKEhATUs84ZFxfHOc8FWEXQwvj4OMxmM1ZWVnhrPjs7c/hBOnYCBbE3a7t7e3uo/r9FW0EnQy04IiICkZGR8PT0tFsXIALriEARvcb8/ffOjqRlXl5ePEB/iI5GKGsygYGBkvtFBRDp3Nwct8Dqgv7+fvzx7BmGhoZEX3Y0kOSxWMp98ACxLCsuWiwqgMiJ5GIQfil+Y0FGj5LleW1tLRdi9bmoAGoW10Vui6mpKf40NjairKyMx8klAZS7Dx+qrp3cFlSYKEO02h42BbnbC5idncW7d86r4FXg5uaGrPtZaP+1HaUaDZ8RzgVIzQPUwdzd3R2ufw6oiI2O6qA3GtDLqt/Bhw+8FpAovq4z6EVfbGpqQnl5OR9Yd/7agWnMJJvchdUAPev5RqORkxOam5t5D7CWfuG95b3oy/7+/jxyaXK97X9bNjlZTuQGA7O8t9du7adHjxDNaoYfnwfYqDQ8PHzpAxrmK19fX7xl1XBgYEAWOR0vHTu3/AI54c9Xr3jFzcnJYfNAcrKogJOTEx4D5hcvZJFT6TUajOc+d4S2tjZkZmZCSLx7VxaBFIQbN6AbHXVKTlhaWuKpKVCj6NZqoWat9yogy4ncZDI5JbfC/PLlx0qYn5eHjdevv/h2RD7/nGO/iOXl5Y8CKNLprkbzQBHdkmRcTqnC63R62eRcwPPnn7ohiVCpVEhNTeU3Fro0OGogtqBAoqlXLjnhd1aF/wOSLNabX+EUzQAAAABJRU5ErkJggg==)
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